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The Genesys system for architecture discovery

Autonomous scientific discovery 

• Much recent excitement, though 
unclear goals and lack of standard 
discovery tasks to hill-climb on. 

• Little understanding on how to 
effectively design and build large-
scale efficient discovery systems.  

This work  

• Look at challenging discovery 
problems in language model 
research, architecture design.  

• Propose  algorithmic framework for 
efficient discovery, proof-of-concept 
system called Genesys.

Motivation Language Model Architecture Discovery: What?

Proposer-reviewer design loop

Unit-based design implementation

Core Genesys System

Evolutionary tree LoS verification

Have we made any discoveries yet?

Citation network: LM architectures Autoregressive models
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➢Our system produces highly  innovative new 
block designs that are competitive with 
state-of-the-art human architectures 
designs, showing the feasibility of 
automated discovery in this domain.

➢Block designs dictate how information 
flows in neural architectures. 
  

➢While the transformer architecture 
remains the de-facto standard, large 
literature on alternative architectures.  
Can we automatically discover new 
designs building from this literature?
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 def GPT(X,**Z):
     X1,Z = RMSNorm(X,**Z)
     X2,Z = MHA(X1,**Z)
     X = X+X2
     X3,Z = RMSNorm(X,**Z)
     X4,Z = GatedMLP(X3,**Z)
     X = X+X4
     return X,Z
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Can we

improve on
these block
designs?

➢ System design decisions can be justified both empirically (e.g., 
improved system stability, effective code generation) as well 
as algorithmically (exponentially improved bounds on rates of 
generating correct code via Viterbi-style search). 
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