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Goals for this lecture

1. What are language models? Classical approaches, limitations

2. What are contextual models? Differences with classical approaches

3. What is attention and how do transformers work?

4. How are these models trained and used in practice? Large-scale
pre-training and fine-tuning.
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Language modeling basics
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Basic Language Modeling
▶ objective: for text w1, w2, ..., wm, give p(X1 = w1, X2 = w2, ..., Xm = wm)

e.g., t =Norway is to the west of Sweden

How to compute? The chain rule:

p(w1, w2, ..., wm) =
m∏

j=1

p( wj

current word

| w1, ..., wj−1

what came before

)

p(t) =p(Norway |
start symbol

<BOS> ) × p(is | Norway) × p(to | Norway is)×
p(the | Norway is to) × p(west | Norway is to the)
p(of | Norway is to the west) × p(Sweden | Norway is to the west of)

Estimation: learning these probabilities from example text.
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Basic Language Modeling
▶ objective: for text w1, w2, ..., wm, give p(X1 = w1, X2 = w2, ..., Xm = wm)

e.g., t =Norway is to the west of Sweden
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)
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<BOS> ) × p(is | Norway) × p(to | Norway is)×
p(the | Norway is to) × p(west | Norway is to the)
p(of | Norway is to the west) × p(Sweden | Norway is to the west of)

Is this a hard problem? Involves commonsense knowledge,
p(Sweden | Norway is.. west of) > p(Iceland | Norway is..west of)
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Basic Language Modeling
▶ objective: for text w1, w2, ..., wm, give p(X1 = w1, X2 = w2, ..., Xm = wm)

e.g., t =Norway is to the west of Sweden

How to compute? The chain rule:

p(w1, w2, ..., wm) =
m∏

j=1

p( wj

current word

| w1, ..., wj−1

what came before

)

p(t) =p(Norway |
start symbol

<BOS> ) × p(is | Norway) × p(to | Norway is)×
p(the | Norway is to) × p(west | Norway is to the)
p(of | Norway is to the west) × p(Sweden | Norway is to the west of)

Is this a hard problem? Involves deep linguistic knowledge,
p(him | John asked Mary to wash) > p(himself | John ...Mary to wash)
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Basic Language Modeling
▶ objective: for text w1, w2, ..., wm, give p(X1 = w1, X2 = w2, ..., Xm = wm)

e.g., t =Norway is to the west of Sweden

How to compute? The chain rule:

p(w1, w2, ..., wm) =
m∏

j=1

p( wj

current word

| w1, ..., wj−1

what came before

)
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<BOS> ) × p(is | Norway) × p(to | Norway is)×
p(the | Norway is to) × p(west | Norway is to the)
p(of | Norway is to the west) × p(Sweden | Norway is to the west of)

Generation: Can be used to generate text (decoding).
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Classical Language Modeling

How to estimate? Count-based models, collect counts from large
collection of texts (maximum likelihood estimation), discrete objects

p(wj | w1, ..., wj−1) ∝ count(w1, ..., wj−1, wj)
how often have I seen this discrete event in data?

Example with Sweden:

p(Sweden | Norway is..west of) = count(Norway is...west of Sweden)∑
w

count(Norway is...west of w)

Immediate Problems: Hard to obtain reliable counts for large
contexts (sparsity), not feasible to store all possible contexts.
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Classical Language Modeling
e.g., t =Norway is to the west of Sweden

How to approximate? Markov assumption (order=N) (Shannon, 1948):

p(w1, w2, ..., wm) =
m∏

j=1

p( wj

current word

| w1, ..., wj−1

what came before

)

≈
m∏

j=1

p( wj

current word

| wj−N+1, ..., wj−1

up to N words before

)

pN=2(t) =p(Norway | <BOS>) × p(is | Norway) × p(to | Norway is)×
p(the | is to) × p(west | to the)
p(of | the west) × p(Sweden | west of)

Observation: Still many parameters, e.g., for vocabulary of 100,000
words, 1015 (quadrillion) parameters (see Norvig (2012)).
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Classical Language Modeling
e.g., t =Norway is to the west of Sweden

How to approximate? Markov assumption (order=N) (Shannon, 1948):

p(w1, w2, ..., wm) =
m∏

j=1

p( wj

current word

| w1, ..., wj−1

what came before

)

≈
m∏

j=1

p( wj

current word

| wj−N+1, ..., wj−1

up to N words before

)

pN=2(t) =p(Norway | <BOS>) × p(is | Norway) × p(to | Norway is)×
p(the | is to) × p(west | to the)
p(of | the west) × p(Sweden | west of)

Data: Google n-gram corpus. E.g., (Lin et al., 2012), 8 million books, 6% of
all books published, around 500 billion tokens for English.
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Classical Language Modeling: Why this doesn’t work well

pN=2(t) =p(Norway | <BOS>) × p(is | Norway) × p(to | Norway is)×
p(the | is to) × p(west | to the)
p(of | the west) × p(Sweden | west of)

what is to the west?

Syntactic Structures Chomsky (1957)

Despite the undeniable interest and importance of semantic and
statistical studies of language, they appear to have no direct
relevance to the problem of determining and characterizing the
set of grammatical utterances.... I think we are forced to conclude
that... probabilistic models give no particular insight into some
of the basic problems of syntactic structure

Technically: do not faithfully model complex joint probability
distributions p(w1, ..., wm), independence assumptions, limited context.
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Classical Language Modeling: Why this doesn’t work well

pN=2(t) =p(Norway | <BOS>) × p(is | Norway) × p(to | Norway is)×
p(the | is to) × p(west | to the)
p(of | the west) × p(Sweden | west of)

what is to the west?

elsewhere (see Clark and Lappin (2010); Norvig (2012))

We cannot seriously propose that a child learns the values of
109 parameters in a childhood lasting only 108 seconds.
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Language Models (LMs): Interim Summary

▶ Language models: Estimate the probability of word sequences,
decomposed into next-word prediction, generation.

Classical Methods: words as discrete objects, independence assumptions
(otherwise intractable), do not faithfully model target distributions.
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Contextual Models
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Continuous Representations of Linguistic Objects
▶ A big problem for classical methods: capturing linguistic similarity and

other types of fuzziness encountered in language.

e.g., Sweden is closely related Norway, and related (to a lesser
degree) to Italy and Portugal.

Old Solution: Represent linguistic objects as continuous vectors (see

Widdows (2004)): ⃗sweden = [1., 3.], ⃗norway = [2, 2], ⃗italy = [6, .7.], ...

similarity( ⃗sweden, ⃗norway) =
√

(2 − 1)2 + (2 − 3)2 ≈ 1.41

similarity( ⃗sweden, ⃗italy) ≈ 2.24
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Word Vectors

1 import spacy ## to install : pip install spacy
2 ## download : python -m spacy download en_core_web_md
3 nlp = spacy .load(" en_core_web_md ")
4
5 norway = nlp(" Norway ")
6
7 ### norway word embedding
8 print ( norway . vector )
9 # array ([ -7.2509e -01 , 2.7890e -01 , 2.6907e -01 , ... ,

10 # 4.7657e -02 , -6.3465e -02 , 6.3940e -01 , ... ,
11 # -9.1360e -01 , -5.9481e -01 , -1.0941e -01 , ... ,
12 # -3.0875e -01 , -4.5818e -01 , 1.1814 e+00 , ... ,
13 # 4.3488e -01 , -9.0963e -02 , 5.9045e -01 , ... ,
14 # -4.2597e -01 , -3.6353e -01 , -8.1080e -02 , ... ,
15 # 4.4343e -01 , 1.1410e -01 , 5.4636e -01 , ... ,
16 # 6.6868e -02 , -2.0587e -01 , -5.9080e -02 , ... ,
17 # 2.7198e -01 , -2.7745e -02 , 1.4556e -01 , ..,
18 # -3.6832e -01 , 3.1339e -01 , -2.3456e -01 , ... ,
19 # -5.9530e -01 , 1.1208e -01 , -1.0553e -01 , ... ,

norway.vector, general-purpose (non-contextual) representation of
Norway learned from data (e.g., Mikolov et al. (2013)), useful for similarity.
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17 # 2.7198e -01 , -2.7745e -02 , 1.4556e -01 , ..,
18 # -3.6832e -01 , 3.1339e -01 , -2.3456e -01 , ... ,
19 # -5.9530e -01 , 1.1208e -01 , -1.0553e -01 , ... ,

semantically: approximates the intensional meaning of words, the sense
of Norway.
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Beyond Static Word Vectors

1 ## pip install sentence - transformers
2 from sentence_transformers import SentenceTransformer
3 model = SentenceTransformer ("all -MiniLM -L6 -v2")
4
5 sentence =[" Norway is to the west of Sweden "]
6 sentence_vector = model . encode ( sentence )
7 print ( sentence_vector )
8 # array ([[ 8.98966566e -02 , 7.80573040e -02 , ... ,
9 # -5.28105311e -02 , 1.03836119e -01 , ... ,

10 # -3.54157202e -02 , -2.84450850e -03 , ... ,
11 # 3.65298055e -02 , 1.44437077e -02 , ... ,
12 # -1.59231629e -02 , -2.63415072e -02 , ... ,
13 # -4.15021786e -03 , -3.24299373e -02 , ... ,
14 # 4.20359559e -02 , 7.27154762e -02 , ... ,
15 # -2.55496521e -02 , 4.76241782e -02 , ... ,
16 # 1.28677487e -01 , 7.31618553e -02 , ... ,
17 # -5.24449795e -02 , 1.07175205e -02 , ... ,
18 # -4.30012196e -02 , -5.51163033e -02 , ....
19 #. 6.70064837e -02 , -6.46066740e -02 , ...

Recent NLP: learning embedding representations for more complex
linguistic objects.
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Consequences of moving from discrete to continuous...
▶ Models can make certain unforgivable mistakes.

Text Normalization (Sproat and Jaitly, 2016)

Machine Translation (Arthur et al., 2016)

The only way this can work: learning good representations from data.
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Contextual Models
▶ Role: assign continuous vectors representations yj ∈ Rd to elements in a

sequence that capture their meaning of those elements in context.

Operationally: neural network models, often large and opaque. some
stuff here to add to context
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Contextual Models
▶ Role: assign continuous vectors representations yj ∈ Rd to elements in a

sequence that capture their meaning of those elements in context.

Norway is to the west of Sweden<BOS>

Representation of relevant context for "Sweden" 

Semantics: y7 captures the meaning of Sweden grounded in this this
particular sentential context, output of a compositional procedure.
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Contextual Models
▶ Role: assign continuous vectors representations yj ∈ Rd to elements in a

sequence that capture their meaning of those elements in context.

Norway is to the west of Sweden<BOS>

 (classifier)      

Why? Build representations that allow you make predictions, success:
learned representations that effectively solve problems.
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Contextual Models
▶ Role: assign continuous vectors representations yj ∈ Rd to elements in a

sequence that capture their meaning of those elements in context.

Norway is to the west of Sweden

of <EOS>is Sweden

<BOS>

Norway to the west

Why? Build representations that allow you make predictions, success:
learned representations that effectively solve problems.
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Contextual Models
▶ Role: assign continuous vectors representations yj ∈ Rd to elements in a

sequence that capture their meaning of those elements in context.

Norway is to the west of Sweden

of <EOS>is Sweden

<BOS>

Norway to the west

as LMs: p(wj | w1, ..., wj−1) = p(wj | cj−1), Important: Can condition
on full contexts, faithfully model complex joint probability distributions
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Contextual Models
▶ Role: assign continuous vectors representations yj ∈ Rd to elements in a

sequence that capture their meaning of those elements in context.

Norway is to the west of Sweden

of <EOS>is Sweden

<BOS>

Norway to the west

Model Architectures: how information is processed, internal
representations are constructed. Common: RNNs, Transformers.
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Contextual Models
▶ Role: assign continuous vectors representations yj ∈ Rd to elements in a

sequence that capture their meaning of those elements in context.

Norway is to the west of Sweden

of <EOS>is Sweden

<BOS>

Norway to the west

Where is Norway?<BOS>

Text2Text models: estimate p(y output | x input), natural way to express
many language understanding problems.
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Contextual Models: Interim Summary

▶ Contextual Model: builds continuous representations for sequential
input, neural networks, faithfully models full context

Used to build contextual language models and variants: text2text
models (encoders vs. decoders).

essential questions (architecture): how does information flow? how are
representations built?
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Attention-based Models
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Self-Attention: Simple Encoder Example
Attention: Mechanism for building contextual representations (see Vaswani

et al. (2017)).

Norway is to the west of Sweden<BOS>
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0.0 0.0 0.0 0.05 0.05 0.7

0.5 0.0 0.1 0.0 0.0

Norway is to the west of Sweden

attention weights

0.40.0

output representations

input representations
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Self-Attention: Embeddings Representations

1 import torch ## to install : pip install pytorch
2
3 ### word embedding parameters and matrix E
4 E = torch .nn. Embedding (
5 embedding_dim =768 , ##<--- dimensionality
6 num_embeddings =3000 , ##<--- # words
7 )
8
9 ##e.g., Representation of our Input

10 X = E( torch . tensor ([
11 0, # <BOS >
12 1, # Norway
13 2, # is
14 3, # to
15 4, # the
16 5, # west
17 6, # of
18 7, # Sweden
19 ])) ### => matrix 7 * 768
20
21 x1 = X[1] ##-> initial representation of Norway
22 print (x1)
23 ###= > [ -1.1344e+00 , -3.0359e -01 , 7.3585e -02 , .....]
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Self-Attention: Simple Encoder Example
Attention: Mechanism for building contextual representations (see Vaswani

et al. (2017)).
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Self-Attention: Computing Final Representations
Reduces to a few lines of PyTorch code.

1 ## Input representations ( again ),
2 X = E( torch . tensor ([0 ,1 ,2 ,3 ,4 ,5 ,6 ,7]))
3
4 ### raw weights (dot product / matrix multiplication )
5 raw_Alpha = torch . matmul (X,X. transpose (0 ,1))
6
7 ### normalized via softmax , probability distribution
8 alpha = raw_Alpha . softmax (dim = -1)
9

10 ### Final self attention representations
11 Y = torch . matmul (alpha ,X)
12
13 ### self attention representation of ‘Norway ‘
14 y1 = Y[1]
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Self-Attention: Intuition
Attention: A kind of brute-force looking around and aggregation of
contextual information.

Norway is to the west of Sweden<BOS>
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Attention in Other Contexts
Decoders: Attention limited to past context, allows for generation
(step-by-step prediction of next word).

Norway is to the west of Sweden<BOS>
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... ... ...

Note: No independence assumptions, full context.
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Attention in Other Contexts
Decoders: Attention limited to past context, allows for generation
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Norway is to the west of Sweden<BOS>

Self-
Attention

Self-
Attention

Self-
Attention

Self-
Attention

Self-
Attention

Self-
Attention

Self-
Attention

Self-
Attention

input representations

Norway is to the west of Sweden <EOS>

0.8

Norway is to

0.10.1 0.0

Norway is to

0.00.7

Predict

the west of

Attention on past 

... ... ...

Additional component: Classifier for predicting words from yj .
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Attention in Other Contexts
Text2Text: Additional attention on an input (cross attention)

Norway is to the west of Sweden<BOS>
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Current Transformers
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An important detail: positional information
▶ Word embeddings so far do not encode position information.

Norway is to the west of Sweden<BOS>
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attention weights

Note: we can add any additional information we want, many variations.
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More Parameters: Keys, Queries and Values
▶ Three components in our computation.
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Note: we are free to add any additional information we want.
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More Parameters: Keys, Queries and Values
Another few additional lines of PyTorch

1 ## Input representations ( again ),
2 X = E( torch . tensor ([0 ,1 ,2 ,3 ,4 ,5 ,6 ,7]))
3 D = 768
4
5 ### key , value , query parameters ( linear layer )
6 W_k = torch .nn. Linear (D, D, bias= False )
7 W_q = torch .nn. Linear (D, D, bias= False )
8 W_v = torch .nn. Linear (D, D, bias= False )
9

10 key_rep = W_k(X) # <-- rep. of X as keys
11 query_rep = W_q(X) # <-- rep. of X as queries
12 value_rep = W_v(X) # <-- rep of X as values
13
14 ### sample computation with parameters applied over ‘X‘
15 alpha = torch . matmul (
16 query_rep ,
17 key_rep . transpose (0 ,1)
18 ). softmax (dim = -1)
19
20 ### same as before
21 Y = torch . matmul (alpha , value_rep )
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Multi-headed Attention
▶ Allows the model to simultaneously focus on multiple parts of input.

Norway is to the west of Sweden<BOS>
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(weighted sum + concat)
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Transformer Blocks and Multiple Layers
▶ Current models are a bit more complex and multi-layered.

Norway is to the west of Sweden<BOS>

transformer block

MLP MLP MLP MLP MLP MLP MLP MLP

Input

Output
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Transformer Blocks and Multiple Layers
▶ Current models are a bit more complex and multi-layered.

Norway is to the west of Sweden<BOS>

transformer block

MLP MLP MLP MLP MLP MLP MLP MLP

Input

Output

transformer block
transformer block

...

BERT (Devlin et al., 2018): L = 24 layers each with H = 16 heads, 340M
parameters, embedding dimension=1024
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Transformer Blocks and Multiple Layers
▶ Current models are a bit more complex and multi-layered.

Norway is to the west of Sweden<BOS>

transformer block

MLP MLP MLP MLP MLP MLP MLP MLP

Input

Output

transformer block
transformer block

...

GPT3 (Brown et al., 2020): L = 96 layers each with H = 96 heads (175B
parameters), embedding dimension=12288
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The Race for Larger Models (Sanh et al., 2019)

Not (yet) a quadrillion parameters, but models are quickly becoming
much larger.
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A more updated picture
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Our Target Model (T5)

Norway is to the west of Sweden<BOS>

Norway is to the west of Sweden <EOS>

Predict

Where is Norway?<BOS>

transformer block
transformer block
transformer block

transformer block
transformer block
transformer block

transformer block

Encoder 

Decoder
.....

....

T5 model (Raffel et al., 2020), text2text architecture: encoder and decoder,
12-24 layers, 12-24 heads, cross-attention (220-770 m. parameters).
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Our Target Model (T5)

Norway is to the west of Sweden<BOS>

Norway is to the west of Sweden <EOS>

Predict

Where is Norway?<BOS>

transformer block
transformer block
transformer block

transformer block
transformer block
transformer block

transformer block

Encoder 

Decoder
.....

....

Decoding Procedure: search procedure (usually approximate) for finding
the best output, typical solutions: beam search or sampling.
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Attention and Transformers: Interim Summary

▶ Attention: mechanism for building contextual representations via
brute-force looking around, variants: self, causal, cross.

Transformer: architecture based on attention (plus other components,
transformer block). Existing models: multi-layered, many parameters.
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Training and Using Models
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Word Prediction Training: Encoders (Devlin et al. (2018))

Norway is to the of Sweden<BOS>

Transformer

west [SEP] The  close ties ...

sentence 2sentence 1

Does this make sense to do? Has long been used as a teaching and
assessment technique for humans (cloze test) Tayloy, 1953.
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Word Prediction Training: Encoders (Devlin et al. (2018))

Norway

is

to the of Sweden<BOS>

Transformer

west [SEP] The 

close
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mask prediction

<MASK> <MASK>

mask prediction

Self-supervised learning: no need for data annotation, can be scaled to
large amounts of unlabeled data!
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How this works technically

Norway to the of Sweden<BOS>

Transformer

west [SEP] The  ties ...

sentence 2sentence 1

mask prediction

<MASK> <MASK>

mask prediction

maximum likelihood training (mask language objective), trained using
first-order optimization, stochastic gradient descent.
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How this works technically

Norway is to the of Sweden<BOS>

Transformer

west [SEP] The  close ties ...

sentence 2sentence 1

next sentence prediction

yes

maximum likelihood training (mask language objective), trained using
first-order optimization, stochastic gradient descent.
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How do we find the right representations?

▶ This is the part that involves machine learning and optimization.

Important: with these tools, not much more needed, all parameters are
tuned to these simple objectives.
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Mask prediction in action
▶ An example using RoBERTa (Liu et al., 2019).

1 ## install : pip install transformers
2 from transformers import pipeline
3
4 mask_predictor = pipeline (
5 "fill -mask", model ="roberta -base"
6 )
7
8 mask_predictor ("This lecture is really <mask > .")
9 #[{’ score ’: 0.392790824174881 ,

10 # ’token_str ’: ’ good ’,}
11 # {’ score ’: 0.09650349617004395 ,
12 # ’token_str ’: ’ interesting ’,}
13 # {’ score ’: 0.0915081575512886 ,
14 # ’token_str ’: ’ great ’,}
15 # {’ score ’: 0.03177962079644203 ,
16 # ’token_str ’: ’ important ’,}
17 # {’ score ’: 0.031510066241025925 ,
18 # ’token_str ’: ’ long ’,} ...]
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Word Prediction Training: Text2Text Models

Norway is the of Sweden<BOS>

<MASK1> to <MASK2><BOS>

Decoder

Encoder

west

<MASK1> <MASK2>

<MASK1> to <MASK2> west <MASK3>

<MASK3>

<EOS>

e

(Raffel et al., 2020)

▶ From perturbed input, reconstruct target sentence via generation; related
to generative pre-training for decoders-only models (Radford et al., 2018).
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Mask Generation in action: T5 (text2text)

1 ## install : pip install transformers
2 from transformers import (
3 T5ForConditionalGeneration as T5 ,
4 T5Tokenizer
5 )
6 ## model and tokenizer
7 tokenizer = T5Tokenizer . from_pretrained ("t5 - large ")
8 model = T5. from_pretrained ("t5 - large ")
9

10 ### input with a mask
11 model_input = tokenizer (
12 "The Palace is a famous <extra_id_0 > in Dublin .",
13 return_tensors ="pt"
14 ). input_ids
15
16 ### run generator , decoding
17 outputs = model . generate (
18 input_ids , num_return_sequences =5,
19 max_length =4, num_beams =10 # <-- beam search params .
20 )
21 ### output predictions
22 [ tokenizer . decode (i, skip_special_tokens =True) \
23 for i in outputs ]
24 ### [" landmark ", " hotel ", " building ", " restaurant ",
25 ### " tourist attraction "]
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Large-scale pre-training

▶ Pre-training: training models (e.g., using masking objectives) on a large
corpus of text, learn general-purpose representations.
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Large-scale pre-training

Web-scale resources for training e.g., C4 (Raffel et al. (2020); Dodge et al. (2021)),
English (raw): 1.4Tr tokens, 1.1B documents (2.3 TB raw text).
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Large-scale pre-training

What’s in this corpus: we don’t really know, a little of everything (see

Dodge et al. (2021)), blackbox (similar to our models).
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How models are used: fine-tuning for classification

A man walked to local store<BOS>

Pre-trained Transformer

the [SEP] A
 person moved somewhere

hypothesispremise

task-specific classifier

entailment

Who is president of USA ?<BOS>

Pre-trained Transformer

the [SEP] A:
 Biden B: Obama

answer optionsquestion

task-specific classifier

A

Fine-tuning: customizing models to target tasks using additional
parameters; idea: bootstrap off of pre-training knowledge.
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Typical experiment

A man walked to local store<BOS>

Pre-trained Transformer

the [SEP] A
 person moved somewhere

hypothesispremise

task-specific classifier

entailment

Who is president of USA ?<BOS>

Pre-trained Transformer

the [SEP] A:
 Biden B: Obama

answer optionsquestion

task-specific classifier

A

Supervised Learning: fine-tune using labeled training set, measure and
report prediction accuracy on unseen set.
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Fine-tuning Text2Text Models

▶ Treat all problems as a (text2text) translation problem (Raffel et al. (2020)),
(as before) fine-tune on specialized tasks recast in this way.
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Spectacular Results
▶ GLUE benchmark (Wang et al., 2018), large collection of diverse 9 NLU tasks;

models outperforming estimates of human performance.

credit: Sam Bowman (NYU), 2019

human

53



State-of-the-art fine-tuned models in a few lines
▶ Huggingface Transformers1: large Python library of transformer code

with corresponding models, datasets and other utilities.

1 from transformers import pipeline
2 ## https :// huggingface .co/docs/ transformers /v4 .21.1/
3 ##en/ main_classes / pipelines
4
5 ### sentiment analysis
6 sentiment_model = pipeline ("sentiment - analysis ")
7
8 sentiment_model ("This is a terrible lecture ")
9 # [{’ label ’: ’NEGATIVE ’, ’score ’: 0.999454915523529}]

10
11 ### translation
12 en_fr_translator = pipeline (" translation_en_to_fr ")
13 en_fr_translator ("How old are you?")
14
15 ## summarization
16 summarizer = pipeline (" summarization ")
17 summarizer ("An apple a day , keeps the doctor away",
18 min_length =5, max_length =20)

1
https://huggingface.co/docs/transformers/index

54

https://huggingface.co/docs/transformers/index


Conclusion

▶ Language models: assign probabilities to sequences, generation.
▶ Recent Advancess: novel neural architectures (transformers, attention),

large-scale pre-training of neural representations, enormous datasets.

State-of-the-art results on many NLP problems, many exciting areas for
future research and new applications.
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Credits and Additional Resources

▶ Many examples taken from Peter Bloem’s excellent blogpost2 on
transformers: https://peterbloem.nl/blog/transformers. Also: Sasha Rush’s
Annotated Transformer https://blog.rush-nlp.com/the-annotated-transformer.html,
Jay Alammar’s Illustrated Transformer:
https://jalammar.github.io/illustrated-transformer/.

▶ Code resources: Huggingface Transformers:
https://github.com/huggingface/transformers, PyTorch: https://pytorch.org/, spaCY:
https://spacy.io/

Topics glossed over: Decoding and Beam Search, see
https://huggingface.co/blog/how-to-generate, General machine learning and
optimization, consult Murphy (2012); Daumé (2017); Goodfellow et al. (2016)3

2Code examples here adapted from his corresponding code available at https://github.com/pbloem/former.
3

http://ciml.info/, see especially Chapter 7 and 10.
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