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Preference alignment for large language models

Important stage in LLM development, 
tuning models to human preferences.

● Much recent 
work on offline 
alignment, 
learning from 
pairwise data. 

Direct Preference Alignment (DPA) approaches

MLE-style closed-form 
approaches, direct 
tuning on offline data, 
alternative to RL. 

E.g., 

 

e.g.,  

There are many variations of DPO that modify details of the 
original loss, account for various shortcomings. 

Preference learning as a discrete reasoning problem 

Question: given an existing loss 
function, can we derive a 
symbolic expression that 
characterizes its core semantics? 

● Expresses high-level model behavior, structure of output distribution.
● Assumption: every loss has an internal logic, our goal is to uncover 

that logic, use to formally characterize DPA space.

Propositional formulas, expressing 
constraints on predictions (variables)

Output distribution with thresholding, 
delimiting valid vs. invalid output

A logic for preference learning  and reduction to weighted model counting 

● issue: Not clear 
how losses relate 
to one another, the 
underlying 
principles. 

E.g., how many 
losses are there? 
What is the 
structure of the 
space we are 
searching? 
(optimization 
agnostic)

 

Loses expressed semantically as symbolic formulas interpreted in 
probabilistic logic; counting the propositional models of formulas.

Devised mechanical procedure for translating DPA losses into 
logic, novel encoding, preference structure. 

 

Observation: Definable DPA losses is double exponential in # 
predictions; e.g.,  ~4.2 billion definable variants of DPO. 

 

Exploring loss space, deriving new losses from first principles  

Can use logical semantics to structure 
DPA space, explore space; loss 
lattice ordered by entailment.

Procedure: Start from successful 
losses, formalize/modify semantics 
then experiment; devise novel 
formulas from scratch.  

 

LLM development pipeline

Semantic 
regions

New losses 
ordered by  
entailment 
(edges) 
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Losses differ in terms 
of hard constraints 
employed 

Derived representations are correct,  
guaranteed to uniquely compile back 
into original loss under new logic.
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